Real time sign language detection system using deep learning techniques
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Abstract

Humans require communication in order to survive. It is a fundamental and effective method for communicating thoughts, feelings, and points of view. A greater number of babies are being born with hearing abnormalities, which puts them at a communication disadvantage with the rest of the world, according to data on physically challenged children during the last decade. People who are deaf or hard of hearing typically use sign languages to communicate. Hand gestures are used by Deaf or Mute persons to communicate; as a result, non-Deaf people have a hard time understanding their messages. Systems that can detect different signs and provide information to common people are thus necessary. To address this issue, we have developed an automated sign language detection system using deep learning, which helps deaf/mute people can communicate with normal people.
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1. INTRODUCTION

In order to function, humans need to be able to communicate. It is a basic and productive approach to express ideas, emotions, and viewpoints. However, this skill is absent from a sizeable portion of the global population [1]. Many people experience either hearing loss, speech impairment, or both. Hearing loss refers to a partial or total loss of hearing in one or both ears. On the other side, mute is a disability that prevents speech and renders those who have it unable to talk. Hearing mutism, also known as deaf-mutism, is a linguistic deficit that can develop in people who become deaf-mute when still children. These conditions are among the most prevalent impairments in the world. According to statistics on physically challenged children during the past ten years, more newborns are being born with hearing defects, which puts them at a communication disadvantage with the rest of the world [2]. According to the WHO’s most recent data, 466 million individuals have hearing loss in 2019.

It may be quite difficult to communicate with those who have hearing impairments. Worldwide, deaf and hard of hearing persons mostly communicate using sign languages [3]. The social connection and communication gap between them and the able-bodied persons can be filled up most powerfully and effectively through sign language. People who are Deaf or Mute utilize hand gestures to communicate; as a result, regular people have difficulty understanding the signals they make. Therefore, there is a need for systems that can identify various signs and communicate information to regular people.

1.1 Sign Language

As a visual language, sign language is used. Basically, it is made up of these 3 primary parts:
1. Word - based association, which entails hand movements which express the meanings of words.
2. Finger spelling: Invoke out words character by character.

Over 70 million people use more than 300 sign languages globally, according to the World Federation of the Deaf [5].

1.2 Current methods

The following techniques are primarily used to identify sign gestures:
1. The glove-based technique, which requires the signer to wear a hardware glove whereas the motions of their hands are being recorded.

2. Static and dynamic recognition techniques based on vision. While dynamic involves the live capturing of the movements in real-time, statics deals with the recognition of static motions (i.e., 2D pictures). Using the camera to record movement is required for this.

Despite being over 90% accurate, the glove-based approach appears a little unpleasant for usage in real-world situations. In this paper we proposed a vision based approach for word level and finger spelling sign language.

Despite the fact that sign language is crucial for deaf-mute persons to communicate with others and with themselves, normal people nevertheless pay it little mind. Unless we have relatives who are deaf-mute, we as normal people often overlook the value of sign language. Using a sign language interpreter's services is one way to communicate with deaf-mute persons [4]. However, hiring a sign language interpreter might be expensive. For the deaf-mute and normal individuals to converse regularly, a low-cost solution is necessary.

Therefore, scientists are working to develop a means of communication for deaf-mute persons so that they may interact with hearing people. The Sign Language Recognition System is the innovation in this. The technology seeks to understand sign language and translate it either orally or in written form into the native tongue. However, developing this technology was incredibly expensive and challenging to implement for everyday usage. Early studies have shown that employing data gloves to recognize sign language is successful. Nevertheless, it is challenging to market due to the high cost of the gloves and wearing character. Researchers then attempt to create a pure vision Sign Language Recognition System in light of this knowledge. However, it also has drawbacks, particularly when trying to properly monitor hand motions.

From picture capture to classification, issues in developing sign language recognition might arise. The ideal technique for acquiring images is currently being investigated by scientists. The challenges of image pre-processing are presented by image collection using a camera. Using an active sensor device, meanwhile, can be expensive. Researchers' use of classification systems has certain downsides as well. Researchers are unable to choose the optimum recognition method since there are so many options. By concentrating on one approach, it tends to prevent testing of other methods that could be more appropriate for sign language recognition. Researchers seldom fully develop one strategy to its potential by trying out other approaches. The purpose of this study is to explain the Sign Language Recognition System that researchers employ and also develop a sign language detection which helps to have a better communication with mute people.

2. Literature Survey

The field of touch recognition research is highly competitive. It could entail a range of sensory impressions comparable to the usage of sensory equipment[40]. However, in real life, employing hardware is both expensive and difficult. Thus, researchers are searching for the most accurate detection utilizing computer-aided detection approaches. The effectiveness of learning sign language based on various approaches and viewpoints is compared with [6]. Because they may extract characteristics from a website's raw code, in-depth learning algorithms are both simple to apply and advantageous. Performance of the system is affected by the depth of Convolutional Neural Networks and the mix of CNN layers.

In terms of computer science, SL is one of the most active research fields and has put out a lot of fresh ideas. Several techniques, including Artificial Neural Networks [8], Hidden Markov Models [9], and Advanced Learning utilizing 3D CNN [9], have been utilized by researchers to identify SL. CNN is a type of artificial neural network that can identify characteristics in a picture [11][38]. ResNet, GoogleNet, VGGNet, AlexNet, and LeNet [12], which won the ImageNet Large Scale Vision Recognition Challenge starting in 2010, are CNN's most well-liked formats. Many applications, including object identification, group reconstruction, numerical recognition, SL character recognition, video tracking, and many more, have been developed using the best outcomes from these techniques[37][39].

To create better feature maps for digitization, morphological pattern recognition exercises employing the opposite harmonic definition were paired with a conversion layer [15][34]. A superior outcome was obtained using the morphological CNN evaluated on the MNIST digital database[28][29][44].

A suitable technique for an ASL recognition system was put forth [7][33][45][46]. They have previously assessed the symbols' effects, assembled different regional structures in the processed photos, and depending on the stated features, the signed touches were converted into text. This technique can identify 10 numerals and 24 ASL characters. A comparison between the CNN-based method and the contour-support vector (SVM) machine was conducted [13][31]. They have employed SLD, ASL, and ASL-FS, three separate standard information sites, in a range of situations including rotation and backdrop measurement[35][36][47][49]. The concert was purchased and coated as a convex shell using a cement method that was focused...
on width and convex angle. The touch was then separated using SVM. The accuracy and precision rates for the suggested comparison were respectively 69 percent and 98.31%. The MNIST and CIFAR-10 databases employed the CNN algorithm [14][48]. In these picture databases, they examined the algorithm's capacity to recognize and detect symbols. Table 1 displays related research on sensor-based sign language recognition and machine learning[30][32][43].

Table 1. Related research works on sensor based and machine learning based sign language recognition

<table>
<thead>
<tr>
<th>Ref</th>
<th>Dataset</th>
<th>Classifier</th>
<th>Feature Extraction</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>[17]</td>
<td>27 lexical items</td>
<td>Linear SVM</td>
<td>Tracking 2D and 3D structure</td>
<td>Lower accuracy</td>
</tr>
<tr>
<td>[27]</td>
<td>Persian 46 words and 20 sentences</td>
<td>KNN-DTW, HMM</td>
<td>Skin segmentation, Head/hands tracking</td>
<td>93.73 percent accuracy</td>
</tr>
<tr>
<td>[24]</td>
<td>30 Arabic signs</td>
<td>Min. Dist, KNN, SVM</td>
<td>LDA and SIFT</td>
<td>90 percent accuracy</td>
</tr>
<tr>
<td>[26]</td>
<td>239 signs</td>
<td>3D trajectory match algorithm</td>
<td>3D hand track</td>
<td>96.32 percent accuracy</td>
</tr>
<tr>
<td>[20]</td>
<td>19 signs</td>
<td>HMM</td>
<td>Six Gaussians for BP and HS from joint angles</td>
<td>76.2 percent accuracy</td>
</tr>
<tr>
<td>[19]</td>
<td>24 hand shapes</td>
<td>Random Forest</td>
<td>Depth and Appearance images</td>
<td>75 percent accuracy</td>
</tr>
<tr>
<td>[23]</td>
<td>3 different datasets</td>
<td>DP Variant Enhanced Level Building</td>
<td>Motion and skin segmentation</td>
<td>70 percent accuracy</td>
</tr>
<tr>
<td>[18]</td>
<td>48 signs</td>
<td>CRF threshold</td>
<td>Hand and face detection, tracking</td>
<td>93.5 percent accuracy</td>
</tr>
<tr>
<td>[21]</td>
<td>25 sentences 183 signs</td>
<td>Multi HMM</td>
<td>Frame difference Positional coordinate measure</td>
<td>75.6 percent accuracy</td>
</tr>
<tr>
<td>[22]</td>
<td>120 Dutch signs</td>
<td>SDTW+Q-DFFM</td>
<td>Motion and skin segmentation</td>
<td>92.3 percent accuracy achieved by SDTW+CDFD</td>
</tr>
<tr>
<td>[16]</td>
<td>5113 Chinese signs</td>
<td>Transition movement</td>
<td>2 Datagloves and Pohelmus</td>
<td>91.9 percent accuracy</td>
</tr>
<tr>
<td>[25]</td>
<td>104 American SL signs 201 sentences</td>
<td>PCA HMM</td>
<td>Head/Hand position tracking Image Scaling</td>
<td>Accuracy is low</td>
</tr>
</tbody>
</table>

3. Methodology

This paper presents the methodology for sign language detection in real time images. Deep detector: Faster R-CNN (Faster Region-based Convolutional neural network) is fed 200 photos taken with different resolutions using a mobile phone camera at the front and side views, and it combines with “deep feature extractor: Residual Network-50 (ResNet-50)” to create a more suitable deep learning architecture to detect signs[41][43].

3.1 System Overview

Finding several signs is the aim of this study. Figure 1 shows the system from a high perspective. Below, each stage of the proposed system is thoroughly explained.

3.2 Data Collection and Data annotation

Sign dataset has images of various signs i.e. of front view and side view. Sign dataset contains 200 images total and has sign data like Letter V, L, U and one Word I Love you for each sign we captured 50 samples of various resolutions images (48MP,
Figure 2 represents different sign samples considered for the proposed system. Annotated all the images in the dataset manually using label Img tool by drawing the bounding where the sign is present and specifies the label as the class type to which sign belongs to.

(a) I Love You Word
(b) I Love you Word
(c) Letter L
(d) Letter V (side)
(e) Letter V (front)
(f) Letter U

Figure 2: Sample images in the sign dataset

3.3 Faster-RCNN+ResNet50 Sign Language Detection

The goal is to detect and classify the type of sign i.e Letter V, L, U and I Love you word. The bounding boxes in which the sign must be accurately established for the system to produce reliable results. The Region Proposal Network accelerates R-generation CNN's of crucial ROIs for sign detection (RPN).

A Faster RCNN approach for sign identification in a picture follows these steps:
1. Send an image to the ConvNet in order to provide RPN with feature maps for the picture.
2. RPN slides windows on acquired feature maps at each window to construct k fixed-sized anchor boxes with different shapes and sizes in a sign picture, and predicts the chance that an anchor is a sign as well as the bounding-box regressor that will best fit the anchor for sign class.
3. After getting various kinds and sizes of bounding boxes and clipping each proposal so that every proposal contains signs, ROI gathers fixed-size feature mappings to all the anchors.
4. The gathered fixed size feature mappings are sent to a fully connected layer that has a linear regression layer and a softmax layer. The sign is categorized and estimated bounding-boxes for the detected signs at the end.
4. Experimental results

The suggested system employs ResNet-50 and Faster R-CNN to detect signs. IoU and AP [11] are used to assess the performance of the proposed system.

\[
\text{IoU}(A, B) = \frac{|A \cap B|}{|A \cup B|} \quad (1)
\]

Here,

\(\text{IoU} : \) Intersection over Union

\(A : \) Annotated ground bounding box

\(B : \) Bounding box predicted by the system

\[
\text{AP} = \frac{1}{11} \sum_{r \in \{0, 0.1, \ldots, 1\}} \max p(\tilde{r}) \quad \tilde{r} : \tilde{r} \geq r \quad (2)
\]

Here,

\(\text{AP} : \) Average Precision

\(p(r) : \) Precision at recall

When the calculated IoU exceeds the threshold value of 0.5, the expected result is classified as either a true positive (TP) or a false positive (FP). Mean Average Precision (mAP) is the AP calculated for different signs. Table 2 shows the quantitative results achieved by the proposed system. Accuracy of our proposed sign language detection system is 86 percent and the qualitative results predicted by the proposed system is shown in figure 3.

<table>
<thead>
<tr>
<th>Class</th>
<th>Faster RCNN+ResNet50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Letter V</td>
<td>85%</td>
</tr>
<tr>
<td>Letter L</td>
<td>86%</td>
</tr>
<tr>
<td>Letter U</td>
<td>87%</td>
</tr>
</tbody>
</table>
Figure 3. Qualitative results achieved by the system

5. Conclusion
People who are deaf or hard of hearing typically use sign languages to communicate. Hand gestures are used by Deaf or Mute persons to communicate; as a result, non-Deaf people have a hard time understanding their messages. The main methods for identifying sign gestures include glove-based recognition approaches as well as static and dynamic vision-based techniques. The glove-based method looks a tad uncomfortable to use in real-world conditions, while being over 90% accurate. We suggested a vision-based method for word-level and finger-spelling sign language in this research. A total of 200 photos make up the sign dataset, which also includes sign data such as the letters V, L, and U and the word I love you for each sign (48MP, 12MP).
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